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Abstract

Electricity generation from renewable sources is a key element for the fu-
ture due to its ecological properties and endless resources. To improve to
the best of its potential, in recent years numerous computer techniques
and an increasing focus on data analysis have been exploited in this area.
In particular, reservoir hydropower plants can be of decisive support in en-
suring the balance of the energy grid, acting when needed to cover energy
shortages, and having the ability to be scheduled and programmed over
time horizons. Companies that manage the dispatching, buying and sell-
ing of electricity, such as EGO, need to schedule the output of the power
plants they operate in the best possible way, so as to take advantage of
the water available in the reservoir at the times when electricity is most
in demand and the price of energy is higher. In this thesis we aim to
exploit Arti�cial Intelligence formalisms from Knowledge Representation
and Reasoning, which have been successful in numerous �elds including
planning and scheduling, to �nd an e�cient technique for solving the hydro
generation scheduling problem.
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1 Introduction

In this chapter, we present the background and motivations behind the problem
under study in this thesis, theHydro Generation Scheduling problem, which has
remained a constant focus of attention for researchers in the last �fty years and
which could be crucial for energy development in the years to come.

Next, we brie
y present the state of the art, which will then be addressed more
exhaustively in a later chapter, listing in particular the various methodologies
that have already been used to address the problem we discuss.

Finally, we present the objectives of the thesis and its structure.

1.1 Introduction to the Concepts

In order to best describe the work done in this thesis, let us �rst introduce some
important concepts for the problem environment.
In particular, here will be brie
y explained the status of the Energy Crisis,
the functioning of the Italian energy market, the characteristics of a generic
hydropower plant, the di�erent types of optimization that can occur in this �eld
and a brief description of the EGO company, from which we obtained the speci�cs
of the problem and the real-world data.

1.1.1 Energy crisis and the related research

There has always been a worldwide awareness of the problem of demand for en-
ergy supplies; traditional energy sources such as crude oil and natural gas are
present in about 10 percent of the world's countries, forcing other countries to
supply the needs with imports. The gradual depletion of sources and countries'
geopolitical and diplomatic strategies are driving energy prices to unsustainable
levels.

In Europe, alternative power generation solutions will have to be sought to ad-
dress rising costs, for example by harnessing renewable energy production.
According to the European Environment Agency, European countries have set
a goal of having 32% of energy be supplied from renewable sources by 2030. In
order to succeed in this task, it is necessary to analyze and improve renewable
solutions.

Energy solutions are part of several research funds; in particular, "Horizon Eu-
rope," the world's largest transnational research and innovation program, was
renewed for 7 years in 2021, with funding of 100 billion euros.
HorizonEU aims to achieve scienti�c, technological, economic and societal impact
from Eu investments in research and innovation and, in particular, encapsulates
a deep interest in Energy Innovation. Among the objectives we have:

ˆ Boosting cost performance and reliability of renewable energy solutions and
making the energy grid more 
exible and secure.
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ˆ Creating inclusive growth and employment in Europe, bringing down costs
for consumers and reducing EU's energy import dependency by developing
energy e�cient demand side solutions.

ˆ Delivering technological and socio-economic breakthroughs necessary to
achieve climate neutrality and zero pollution of the building stock by 2050
and support the recovery, upgrade and/or conversion of industrial excess
(waste) heat, as well as electri�cation of heat generation in industry.

ˆ Achieving new cross-sectoral energy solutions enabling the clean energy
transition and more secure and competitive energy supply.

1.1.2 The electricity market

Since 2004, in Italy, a system of interconnected power auctions determines the
price of energy and this is fundamental for understanding how it is established
the allocation of power production.

At the roots of this structure, we found of high importance the concept of "MGP"
or "Mercato del Giorno prima" (Day ahead market), which is including the prices
for the auction of energy sales for the next day. In these �elds, we can �nd many
aspects and rules, in particular, based on the de�nitions from GME "Gestori
Mercati Elettrici" we can summarize that in MGP:

ˆ hourly energy blocks are traded for the next day.

ˆ Participants submit bids where they specify the quantity and the mini-
mum/maximum price at which they are willing to sell/purchase.

ˆ The MGP sitting opens at 8 a.m. of the ninth day before the day of delivery
and closes at 12 p.m. of the day before the day of delivery. The results of
the MGP are made known within 12.58 p.m. of the day before the day of
delivery.

ˆ Bids/asks are accepted after the closure of the market sitting based on
the economic merit-order criterion and taking into account transmission
capacity limits between zones. Therefore, the MGP is an auction market
and not a continuous-trading market.

ˆ The price is determined, for each hour, by the intersection of the demand
and supply curves.

The paper "Guida al Mercato Elettrico" [32], can provide some additional in-
sights on the topic of the Italian power exchange market.
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1.1.3 Hydroelectric power plant

Since ancient times, attempts have been made to exploit water sources, for exam-
ple, with the introduction of mills and water wheels in the grain milling process.
For the high interest in this area, it was an easy development in the late 19th
century to introduce hydropower as a new electricity source when the British-
American Engineer James Francis developed the �rst modern water turbine.

As described in [40], today hydropower provides about 16 percent of the world's
electricity, in 2020 was reached a new record in production with a generation of
4,300 terawatt hours of clean electricity, with the world leader China producing
more than 850 billion kilowatt hours a year and having an installed capacity of
over 370GW. Moreover, this �eld is still in development with projects around
21GW put into operation in the last year. In �gure 1, we can see a global review
of development in 2018.

Figure 1: Global review of hydropower developments (2018).

There are several advantages to using hydropower. Energy is produced from
naturally occurring waterways with a resource that is de�nitely clean and that
can be renewed through precipitation and melting ice; In addition, hydropower
plants can be remotely controlled and programmed, to be adjusted according to
energy demand.

"A typical hydroelectric power plant is a system with three parts: a reservoir
where the water is stored, a dam that can be opened or closed to control water

ow, and a power plant where the energy is produced" [49]. A simple version of
a hydroelectric system is represented in �gure 2.
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Figure 2: Overview of a simple reservoir-based hydroelectric power plant.

In a reservoir hydropower plant, one or more streams are directed to a water
collection area, usually a reservoir or dam, where the water can be stored. This
allows the resource needed for electricity production to be available at all times
and to be able to produce regardless of the season or weather conditions.

The basin is connected by a intake gate to a penstock, which can carry the
water to the power plant's production area. The gate can block some unwanted
objects and can be opened and adjusted to let a certain variable amount of water
through.

In the area of the power plant designated for production, the water is guided
to a certain number of turbines disposed separately or grouped as a unit; these
turbines are designed to rotate by e�ect of the 
ow of the water and to transmit
this motion to the alternators for the production of electricity. The generating
power is due to the amount of water that is granted to the turbines.

The electricity generated is collected and passed through transformers, to be
thus sent to the transmission lines of the national power grid.

The water already harnessed for the production is sent outside from a draft tube.

1.1.4 Optimizations of energy production

Electric energy production in water power plants usually regards di�erent kinds
of optimizations considering di�erent targets (e.g. decrease the water consump-
tion, increase the total production or the production e�ciency, optimize the
production frequency, improve ecological impact on the environment, manage-
ment of multiple reservoirs and/or power stations).

In the �eld of Hydro Scheduling [36] it is also important to consider the dif-
ferences regarding time horizons and we can have short, medium or long-term
optimizations:

4



ˆ Short-term hydro scheduling (STHS) is based on the hydro generation of
energy in a short-term period of a few days (usually 3 to 7 days).

This type of problem is the most related to the one we are considering in this
thesis. In particular, this type of optimization can be used with fresh data
sets and/or basic forecasts of them, coming directly from the power plants
sensors This type of analysis is often employed in the analysis regarding
the pro�t derived from energy production with hourly considerations.

ˆ Mid-term hydro scheduling (MTHS) is also referred to as the problem of
generation of energy and water management of the power plant.

Concerning the the STHS, this type of problem has a larger horizon of 3-18
months and, this way, it manages to capture the seasonal properties of the
watercourses and the climatic and meteorological changes that can occur
in the di�erent months.

Due to uncertainty and probability distribution factors, given by the in-
creased size of the horizon (e.g., natural in
ow and price distributions), it is
intractable to formulate and solve those problems without approximation
or simpli�cation (e.g., the mean of annual natural in
ow is formulated as
input). Moreover, because of the high number of possibilities that we can
have in assigning the production, we have also an increase in the compu-
tational cost.

ˆ Long-term hydro scheduling (LTHS) is referred to a very large horizon of
1-5 years.

In this case, the focus is on the annual cyclicity of the problem, as the
study of the mean behavior of the power plant; for this reason, it is used for
economical reasons as a predictor of good reservoir operation management
and to draw some statistics on the variables of the problem.

As for the MTHS, we need to use approximation or simpli�cation and we
have a considerable amount of stochastic and inaccurate components.

1.1.5 EGO: trading, production and dispatching of energy

EGO Group is an Italian group of companies based in Genoa that deals with
trading, production, dispatching and consulting in the energy �eld. The Group
has always been a key player in the energy markets, with a history that has fol-
lowed the main opportunities o�ered by technological evolution and the various
phases of liberalization of the electricity market.

Today, as a group, it operates more than 1,500 plants with 2,000 MW of rated
capacity and more than 5 TWh per year of physical dispatched generation. EGO
also participates in the new dispatching services market, aggregating more than
250 MW from virtually aggregated mixed units scattered in di�erent Italian re-
gions.

In an increasingly decentralized model of energy generation, ever more open to
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small producers, the ability to manage large amounts of data is a key di�erenti-
ating factor. EGO has been investing for many years in innovative data analysis
and arti�cial intelligence technologies; for this reason, it is able to capitalize on
the full range of opportunities the energy sector currently o�ers.

EGO Data S.r.l. is EGO Group's digital technology service provider, managing
millions of data points per day to power business processes with next-generation
IT infrastructure. The technology architecture used is highly scalable and re-
silient, based on machine learning systems and compatible with the industry's
leading communication protocols.

EGO Data has o�ered itself as a partner for this thesis; in this project, speci�-
cations and data from a plant operated by their group will be used, thanks to
which we would have the opportunity to analyze the e�ciency of our solution
for the hydro generation scheduling problem.

1.2 Context and Motivations

Power generation methods have been in continuous development in the last
decades, but it is with the advent of the modern energy crisis that we are fully
realizing the importance, not only scienti�c but also political and economic, of
�nding new solutions for energy generation and achieving "energy independence".
Today, a viable solution can be o�ered by the exploitation of renewable resources.
Wind, solar, geothermal, marine, and hydroelectric plants are applicable in dif-
ferent territories and contribute to the supply of about 30% of the world's elec-
tricity. To improve this statistic, e�orts have been made in recent years to re�ne
power plants and to o�er automated and technological systems that can make
the best possible use of the available sources.

In countries such as Italy, following the liberalization of the energy market, the
buying and selling of energy are carried out through an auction system, with
bids that must be scheduled days in advance. For this reason, producers need
to know in time the quantity of energy their plants are capable of producing.
[section 1.1.2]

While technologies such as photovoltaic and wind power generation require in-
ductive data analysis in order to predict and plan the production intervals (e.g.,
due to weather events); power generation through hydropower has some partic-
ularities that distinguish it from others and also makes considerations of short-,
medium-, and long-term planning and operational controls possible.

Hydroelectric plants [section 1.1.3] are divided into three main types:

ˆ Flowing water plants

ˆ Reservoir plants

ˆ Storage plants
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The particularity of the 2nd and 3rd categories is the possibility of storing a
certain amount of water within a reservoir (typically with a dam) in order to be
able to exploit this supply of water at the time of need and thus overcome the
temporal and seasonal component that a�ects the amount of water available.

Due to its storability, 
exibility, and controllability, hydropower generation is of
critical importance in ensuring safety in the system. A signi�cant fraction of
the capacity of hydropower units acts as a bonus operating reserve, to meet the
frequent 
uctuations and shortages in the power system that may occur during a
particular period (e.g., at night when solar/photovoltaic power is not available).

Reservoir-based hydropower plants have the ability to be scheduled, therefore,
it is important to be able to de�ne algorithms to try to optimize production
schedules. The standard goal is to regulate energy production at times when it
is most convenient, considering the level of water entering the system, the amount
of water that can be contained by the reservoir, and the operational properties
of the turbines that will be converting the 
ow of water into electricity; as well
as some information about the production demand and the value of energy at a
particular time of the day (e.g., "MGP" prices [section 1.1.2]).

This problem is characterized by the large number of variables involved, the
nonlinear system dynamics and it also has some stochastic components (e.g.,
the price of energy and the water in
ow to the system). For this reason, it has
been in recent years in the interest of researchers and is known in the literature
as the "Hydro Generation Scheduling Problem" or "long-mid-short-term hydro
scheduling problem" (LMSTHS) [36].

1.3 State of the art overview

Recent development in computer technologies has made possible the deployment
of complex and sophisticated methods for solving hydro generation scheduling
problems and more generally optimizations in hydroelectric problems, for exam-
ple, with the establishment of methodologies with linear and nonlinear program-
ming, dynamic programming, and some meta-heuristic algorithms.

Each of these proposed solutions has its own particular upside, which makes it
particularly applicable in a speci�c area of optimization, e.g., the methodology
based on Dynamic Programming is the most suitable for solving problems with
stochastic and nonlinear physical variables, however, it su�ers from "the curse
of dimensionality" [see section 7.4] and thus is ine�cient in solving schedules for
plants with multiple reservoirs or multiple production units.

To evaluate techniques based on mathematical programming, certain factors such
as the complexity of the problem de�nition must be taken into account, whereas,
in the case of meta-heuristic techniques we have a methodology that best �ts the
nature of the problem but may not often lead to the optimal solution.

Given the large number of existing problem instances related to hydroelectric
power plants, we can �nd several reviews and summaries of algorithms and
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methodologies for solving the hydro generation scheduling problem, for exam-
ple in the papers [36, 39, 42] and in the thesis [48].

Although these techniques succeed theoretically, and sometimes practically, in
solving su�ciently the problems for which they were designed, there is still a
need for research in this area. A generic methodology that can successfully han-
dle the most complex optimizations and is also adaptable to multiple variants of
the problem has not yet been found.

1.4 Objective

The goal of this thesis is to exploit an Arti�cial Intelligence methodology based
on Knowledge Representation and Reasoning, to attempt to solve the problem of
short-term hydro generation scheduling in a way that should not only be e�ective
but also adaptable to di�erent instances of the problem.

In realizing our goal, we will follow the following steps:

ˆ Starting from a formal description of the speci�cation and data of the prob-
lem instance provided by EGO, an encoding of the problem under study
will be carried out, so as to make it applicable to the given methodology.

ˆ Di�erent scenarios in which the problem is solved by dedicated tools will be
analyzed, showing the performance of the applied solution, even compared
to the solution currently used by EGO.

ˆ Finally, a web application will be developed to facilitate the target user in
performing the scheduling problem applications in the real world.
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1.5 Outline

This thesis is structured as follows:

In the second chapter we have a formal de�nition in which we will identify the
structure of the problem environment. Moreover, we will analyze the data and
the di�erent characteristics of the power plant object of study and the targets of
the optimization.

In the third chapter we will provide the de�nition of our methodology: the
"Answer Set Programming" paradigm, both with a theoretical explanation and
some examples.

The fourth chapter is about encoding, we will explain how to encode our
problem using the typical Guess&Check&Optimize Answer Set Programming
methodology. Moreover, we will also try to improve the structure of the rules
and constraints to make the best possible declarative ASP structure and to obtain
good performances. Here we also provide some additional rules and heuristics
to give an example of possible adjustments to the problem environment that are
allowed thanks to the usage of ASP.

In the �fth chapter we will show the results derived from trials on real data
provided by EGO, with the usage of statistics and data visualization techniques.

In the sixth chapter we will describe the web application that we developed
to make a real example of a user-friendly solution, that can be used in the pro-
duction environment by companies like EGO.

In the seventh chapter we will describe some related works on the topic of
hydropower optimizations and, in particular, of the hydro generation scheduling
problem.

In the last chapter we will conclude by explaining the results and considera-
tions carried out from this thesis and some future enhancements.
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2 Problem De�nition

In this chapter we will describe the problem of the thesis.

Each hydroelectric power plant has di�erent structural characteristics: there are
plants that have multiple reservoirs and/or multiple units of turbines; moreover,
due to physical conditions of the plant or operational choices of the operators,
sometimes there are some special conditions to be met, that must be included in
the problem environment description.

From now on we are going to consider the hydroelectric power plant system and
problem formulation that has been described to us by EGO, in this way we have
the real data of the plant at our disposal.

2.1 Description of the hydroelectric power plant

In this thesis, we are considering an example of a reservoir-based hydroelectric
power plant [see section 1.1.3 and �gure 3] with a single basin and four di�erent
turbines in a single unit.

A canal of about 10 km, partly open air and partly in a tunnel, collects water
from several streams and sends this 
ow to a large reservoir. This basin is also
connected through a gate with a pressure tunnel and di�erent steel penstocks;
these canals feed four di�erent horizontally disposed turbines.

In the power generation area of the power plant, turbines rotate in contact with
water and this movement allows electricity to be generated, which is then sent
into di�erent stages of transformers and delivered to Terna's national network.

Figure 3: A reservoir-based hydroelectric power plant (D.Yadav).
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2.1.1 Water In
ow

The hydropower plant system has as its input a certain amount of water from a
natural watercourse such as a river.

The water 
ow is usually unpredictable and depends on various climatic and
meteorological conditions; however, it can be considered slowly variable in nature
(  50%) in most cases.

Under rainy conditions, the river level connected to the basin may rise with some
temporal delay. As indicated by some researchers in related works it is di�cult
to estimate the river level accurately.

Some particular operational choices of the power plant may be based on the
seasonal properties of watercourses, having for example:

ˆ Months such as June and July when there are the phenomena related to
ice melting, where consequently there is quite a lot of water available and
continuous production is encouraged.

ˆ Dry summer months in which there is very little water available and pro-
duction is restricted to the periods of the day when energy is most needed.

In this thesis, we are assuming the river 
ow constant over the few days repre-
senting the domain of optimization.

2.1.2 Water Reservoir

The reservoir of the hydroelectric plant contains a certain amount of water; the
capacity depends on the size of the reservoir and can be measured by volume
(m3) or by height level (m).

The water level in the basin varies over time and this variation depends almost
entirely on the water 
ow from the inlet channel and on the out
ow to the power
plant production area.

The quantity of water in the reservoir at time t is therefore de�ned as:

waterptq � waterpt0q � waterInpt � t0q � waterOutpt � t0q

where waterIn is the water in
ow entering the reservoir and waterOut is the
water exiting the reservoir, directed to the production area.

Water increases/decreases by a certain amount, related to the value of:

�water pt � t0q � waterIn � waterOut

In the hydroelectric power plant system described by EGO, there are some ad-
ditional reservoir rules imposed by the plant operators. Indeed, there are two
water level threshold values (m) that must be met to avoid the occurrence of two
particular situations:
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ˆ If the water in the reservoir falls below a certain threshold (minimum level),
the pressure channel starts to transport air to the turbines.

ˆ If the reservoir level rises above a certain threshold (maximum level), water
over
ow can occur, resulting in wasted resources.

These thresholds are related to the physical capacity of the plant and it is im-
portant to set the minimum and maximum values properly, to maintain a safe
condition with respect to the data uncertainties and approximations.

2.1.3 Power Production

Power plants can produce a variable amount of electricity, proportional to the
quantity of water fed to the turbines.

In the considered power plant, the hourly power output ranges from 0 to 23 MW,
with a granularity of 0.1 MW.

It is possible to indicate to the plant how much energy you intend to produce for
each hourly time slot, so the water input to the turbines is adjusted accordingly.

We have also the possibility to introduce 2 advanced operational properties,
which are usually encouraged by the power plant operators:

ˆ Power generation, and consequently the turbines, should not be stopped
for more than 3 times a day.

ˆ There are di�erent power con�gurations, which can be selected every day
and they select the proper and most e�cient con�guration of turbines to
produce the desired amount of power.

2.1.4 Water Usage

To properly de�ne the hydro generation scheduling problem, it is important to
understand how the level of the reservoir varies and, consequently how much
water 
ows through the pressure channel directed to the turbines.

Considering that we have a "driven production", in which we are the ones who
specify how much power needs to be produced by the plant, we can then use some
equations and estimates to �nd the relationship between the power produced and
the required water "used" by the turbines.

In the hydroelectric power plant, any amount of power (while still respecting the
threshold de�ned in the 2.1.3) can be produced by the turbines by swirling a
certain amount of water. However, we have to consider that it is almost never
possible to immediately set the output of the plant to the desired power level; for
example, one of the reasons has to do with the fact that the penstocks carrying
the water to the turbines are quite long and this will cause delay. Its needed
some time, for example, to increase the output from PW1 to PW2.

As a result of the previous consideration, we need to calculate and consider in
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our problem the water needed, not only to produce a certain amount of power,
but also the amount of water needed for the ramp taking place between PW1
and PW2.

2.2 Energy Selling Pro�t

The resource to be optimized is the expected economic gain from the sale of
energy [see section 1.1.2].

Selling prices are almost always proportional to energy needs, in general there
can be very di�erent energy prices depending on temporal factors (e.g. time, day
of the week, seasonality, ...) and also on particular events (e.g. weather events,
energy and economic crisis, ...). For example:

ˆ In the middle hours of the day, prices are lowered due to the possible use
of solar energy or other alternative sources of production.

ˆ On weekends, since many factories are closed, prices may be lower com-
pared to other days of the week.

Price optimization is related to a short-term distribution of energy, e.g., each
day one would need to schedule the energy to be put on the grid the next day
(about 24h).

In the exchange-type market of energy, prices are not known in advance, therefore
an estimation of market forecasts is necessary, from which hourly price tables can
then be extracted, e.g., with a daily or a few days' horizon.

The key metric is the "MGP" Price (Day-Ahead Market Price), which is obtained
the day before the market transaction. MGP is often de�ned as time series which
includes for each time slot the price of energy perMWh.

Having the MGP price ine {MWh available for each hour of the day, we can then
simply multiply this value by the amount in MW of power produced. Considering
h as an hourly time slot, we can de�ne:

expectedPro�tphq re s � priceMGPphq re {MWhs � energyProducedphq rMWhs

2.3 Procedure Properties

It is important to solve this hydro generation scheduling problem quickly by
meeting certain requirements.

ˆ In order to minimize inaccuracies on data and forecasts, the algorithm
should be run with fresh data.

ˆ We need to wait until we have all the required data available.

ˆ The deadlines of the day-ahead market and the delivery of the schedule to
the hydroelectric plant must be met.
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Since we already have some constraint related to these time requirements, the
methodology developed will have to be rather fast in �nding the solution to the
problem; E.G. a maximum run-time of 120 min.

2.4 Problem Overview

The hydro generation scheduling problem we want to explore in this thesis is
de�ned as follows:

Description:

Power plant turbines can produce a speci�c amount of power each hour.

powerP r0 � 23 MW s

The reservoir can hold a certain amount of water, the level of which must be
maintained between a minimum and maximum threshold.

waterLevelP r3:5 � 7 ms

The water in the reservoir increases/decreases over time, depending on the water
in
ow as input and the amount of water sent to the turbines.

waterptq � waterpt0q � waterInpt � t0q � waterOutpt � t0q

The expected pro�t from the selling of the energy is given by the product between
the MGP price of energy and the quantity of power that we are able to sell.

expectedPro�tphq � priceMGPphq � energyProducedphq

In such short-term optimization, it is important to avoid using all the available
water so as not to be in an unfavorable situation with the next schedule. For
this reason, among the data to be considered, there is also the minimum desired
water level to be maintained at the end of the schedule horizon.

waterLevel¥ X pat the end of the schedule horizonq

Additional Requirements:

The production should not be stopped more than 3 times a day.

A speci�c power con�guration, which a�ects the production capacity of the plant,
must be selected from those available, at the beginning of each day.
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2.5 Input Data

We have at disposal some data that could be given as input to the scheduling
problem:

ˆ Estimated prices of energy:

Prices estimated by market analysts, relative to the sells of energy in the
period de�ned by the scheduling horizon.

ˆ Inlet water 
ow:

Water 
ow entering the reservoir for each hour of the scheduling horizon,
data coming from the observation of the previous days.

ˆ Initial reservoir water level:

Reservoir water level measured or estimated for the beginning of the schedul-
ing period.

And regarding the power plant and optimization parameters:

ˆ Time horizon of the schedule.

ˆ Minimum and maximum power output.

ˆ Minimum and maximum threshold of water.

ˆ Minimum �nal water level.

ˆ Utilization of water for energy production.

ˆ Maximum number of stops to production.

ˆ Power con�gurations.

2.6 Expected Results

The optimizer should calculate and return as output the best possible schedule
for the production of the hydroelectric plant, concerning the short term of 4
days.

We are also interested in bringing out from the result some additional data,
that could be used for the analysis of the performances of the method employed,
evaluating the quality of the result and deriving additional information related
to the production schedule. For example:

ˆ Production:

The temporal data with the scheduled production for each hour.

ˆ Final water level:

The water level in the reservoir at the end of the schedule.
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ˆ Expected pro�t:

The value of the expected pro�t resulting from the schedule.

ˆ Water level:

The height in meters or the volume of the water level in the reservoir, for
each hour of the scheduled horizon.
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3 Speci�cation language - ASP

Answer Set Programming (ASP) is a programming paradigm developed in the
�eld of logic programming and non-monotonic reasoning. In making this overview,
we assume that the conventions of logic programming are known, more informa-
tion about ASP can be found at https://potassco.org/.

For more insights about the syntax and semantics of ASP and some related
descriptions, see [12, 5].

3.1 Syntax

The syntax of ASP is similar to that of Prolog. Variables are strings with the
�rst letter capitalized and constants are non-negative integers or strings with the
�rst letter lowercase.

A term is either a variable or a constant. Astandard atom is an expression
ppt1; :::; tnq, wherep is a predicate withn arguments andt1; :::; tn are the terms.
An atom ppt1; :::; tnq is ground if t1; :::; tn are constants.

A ground setis a set of pairs in the formt consts : Conj u, whereconsts is a list
of constants andConj is a conjunction of ground atoms. Asymbolic setis a set
de�ned syntactically as t Terms1 : Conj1; ::: ; Termst : Conj tu, where t ¡ 0,
and for all i P r1; ts, eachTermsi is a list of terms such that|Termsi | � k ¡ 0,
and eachConj i is a conjunction of standard atoms.

A set term is either a ground set or a symbolic set.
Intuitively, a set of terms X : apX; cq; ppX q; Y : bpY; mq represents the union of
two sets: the �rst contains the values ofX that make the conjunctionapX; cq; ppX q
true, and the second contains the values ofY that make the conjunctionbpY; mq
true.

An aggregate functionis of the form f pSq, whereS is a set of terms, andf is a
symbol of an aggregate function. Aggregate functions map multisets of constants
to a constant. [e.g. section 3.6.2]

The most common functions implemented in ASP systems are as follows:

ˆ # count, number of terms.

ˆ # sum, sum of integers.

ˆ # min , minimal term.

ˆ # max, maximal term.

An aggregate atomis of the formf pSq  T, wheref pSqis an aggregate function,
  P t  ; ¤ ; ¡ ; ¥ ; � ; �u is a comparison operator,T is a term called guard. An
aggregate atomf pSq  T is ground if T is a constant andS is a ground set. An
atom is either a standard atom or an aggregate atom.

A rule r has the following structure:

a1 _ ::: _ an : - b1; :::; bk ; not bk� 1; :::; not bm :
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wherea1; :::; an are standard atoms,b1; :::; bk are atoms,bk� 1; :::; bm are standard
atoms, and n; k; m ¥ 0. A literal is either a standard atoma or its negation
not a. The disjunction a1 _ ::: _ an is the head ofr , while the conjunction
b1; :; bk ; not bk� 1; :::; not bm is its body.

Rules without a body are calledfacts. Rules without a head are calledcon-
straints.
A variable that only appears in the terms of a ruler is called alocal in r , oth-
erwise, it is aglobal variable in r .

An ASP program is a set ofsafe rules, where a ruler is safe if it satis�es the
following conditions:
piq for each global variableX of r there is a standard atom` in the body of r
such that X appears in`;
pii q each local variable ofr that appears in a symbol sett Terms : Conj u also
appears in a positive atom inConj .

A weak constraint [11] (Buccafurri et al.) ! is in the form:

:� b1; :::; bk ; not bk� 1; :::; not bm : rw@ls

wherew and l are the weight and level! respectively. (Intuitively, rw@ls reads
"weighted w, at level l", where the weight is the "cost" paid to violate the condi-
tion in the body of w, while the level may be used to indicate a di�erent priority).
[e.g. section 3.6.4]

A standard atom, literal, rule, program or weak constraint isground if no vari-
ables appear in it.

An ASP program with weak constraints is � � x P; Wy , whereP is a program
and W is a set of weak constraints.

3.2 Semantics

Considering the ASP programP. The Herbrand universeUP and the Herbrand
baseBP of P are de�ned. The ground instanceGP of P is the set of all the
ground instances of the rules ofP that can be obtained by replacing variables
with constants from UP .

An interpretation I for P is the subsetI of BP .

A literal ground ` (resp., not `) is true with respect to I if ` P I (resp., ` R I ),
or false (resp.,true) otherwise.

An aggregate atom is true with respect toI if the value of the aggregate function
(i.e., the result of applyingf in the setsS) with respect to I satis�es the guard;
otherwise, it is false.

A ground rule r is satis�ed by I if at least one atom in the head is true with
respect toI while all conjunctions in the body ofr are true with respect toI .

A model is an interpretation that solves all the rules of a program.
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Given a ground programGP and an interpretation I , the reduced [25] ofGP with
respect toI is the subsetGI

P of GP obtained by removing fromGP the rules in
which a literal in the body is false with respect toI .

An interpretation I for P is an answer set (or stable model) for P if I is a
minimal model of GI

P (i.e., I is a minimal model ofGI
P ) [25].

Given a program with weak constraints � � x P; Wy , the semantics of � extends
that of the standard model explained above. LetG� � x GP; GWy be the
instance of �; a constraint ! P GW is violated by an interpretation of I if all
literals in ! are true with respect to I . An optimal answer set for � is a GP

answer set that minimizes the sum of the weights of the weak constraints violated
in GW with priority order.

3.3 Programming Methodology

Figure 4: Programming methodology for ASP based solutions.

ASP has been exploited in several domains, from classical deductive databases
to arti�cial intelligence. It can be used to encode problems declaratively; In
fact, the power of disjunctive rules allows more complex NP problems to be
expressed, and the (optional) separation of a �xed, non-ground program from an
input database allows for uniform solutions on variable instances.

Software solutions implemented with the ASP language are based on a well-
known programming methodology; the diagram in �gure 4 shows us what are
the basic steps.

We will also follow this path within the thesis, to show how each of these points
was carried out

Problem:

At the top we have the problem, as was done in chapter 2, it is necessary to
analyze the description of the speci�cs and constraints related to the topic to be
addressed. Understanding the problem in depth is essential in order to create a
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reliable encoding that can serve the problem.

Encoding:

This step will be explored in chapter 4; after de�ning the problem, it is necessary
to encode the speci�cations and constraints with the syntactic de�nitions and
logical language required by ASP. For this purpose, we followed a known encoding
methodology called Guess&Check&Optimize and explained in section 3.4.

Solver:

Once the coding of the problem is complete, we can give it as input to a solver,
such as Clingo, in order to be able to obtain the solution.

Clingo can acquire an input program with �rst-order variables, expand it to the
equivalent ground (variable-free) version, and �nally process it, to be able to
return the optimal answer set with the solution.

AnswerSet:

Once the solver has completed its execution, it is possible to obtain an answer
set, see 3.2, which is the stable model that solves all the rules of the program.
In our case, the answer set, or optimal answer set, is representing the solution.

Solution:

At the end of the procedure, we can decode the answer set back from the logical
syntax of ASP and obtain the data for the schedule.
We should then analyze these results and make considerations about possible
improvements to the encoding.

3.4 Guess,Check,Optimize Methodology

ASP can be used to encode problems in a declarative way usually employ-
ing a Guess&Check&Optimizemethodology [44]. This method requires that a
database of facts is used to specify an instance of the problem; a set of rules,
called "guessing part", is used to de�ne the search space; admissible solutions are
then identi�ed by other rules, called "checking part", which impose some admis-
sibility constraints; �nally weak constraints are used to single out solutions that
are optimal with respect to some criteria, in the "optimize part" [e.g. section
3.6.3].

3.5 Syntactic abbreviation

Within the ASP model we can also use choice rules in the formt pu, wherep is
an atom. Choice rules can be interpreted as a syntactic abbreviation for the rule
p _ p1, wherep1 is a new atom that does not appear elsewhere in the program;
this means that p can be chosen as true. [e.g. section 3.6.3]
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3.6 ASP Examples

3.6.1 An example of rules and constraints

To present an example of arule, let us imagine that we need to create a simple
model in which we want to produce energy in the hydropower plant at timeT if
there is water available in the reservoir:

productionpTq : - waterLevelpL; T q; L ¡ 0:

Where waterLevelpL; T q is true when there isL water in the reservoir at time
T; In this way, the atom productionpTq will be true if there is L water available
in the reservoir andL is greater than 0.

For the constraints, let us consider that we want to keep at most the equivalent
of 5 meters of water in the reservoir of the hydropower plant, to prevent water
from over
owing:

: - waterLevelpL; T q; L ¡ 5:

With the constraint, we impose that at least one of the two atoms is false. So
in our example, if we haveL water in the reservoir at time T, for sure it is not
possible thatL is greater than 5.

3.6.2 An example of aggregate functions

Consider that we built a model in which we always produce energy, in each hour
of the day, if we have water available in the reservoir. Now we want to calculate
how many hours per day we produce energy.

As seen before [section 3.6.1] we can de�ne the rule for the production, assuming
that we have a water level atom for each hour of the day:

productionpTq : - waterLevelpL; T q; L ¡ 0:

To obtain the number of hours of production, we can use the aggregate function
# count like this:

productionHourspN q : - N � # countt T : productionpTqu:

In this way, N would be equal to the number of production atoms that are true
(the number of time in which we produce energy among the 24 hours of the day).

Now we de�ne a model in which we express the economic aspects of power plant
production.
The expected pro�t from the selling of energy is equal to the product of the
MGP energy price and the amount of energy produced in each hour T:

gainpG; Tq : - pricepPR; Tq; productionpQ; Tq; G � PR � Q:
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WherepricepPR; Tqmeans that at timeT the energy price isPR andproductionpQ; Tq
means that at time T the power plant is producing atQ (MW ) of power.

To calculate the total gain for the day we can use the aggregate function #sum:

totalGain pTGq : - TG � # sumt G; T : gainpG; Tqu:

This way we add up all the values ofG present in the gain atoms.

3.6.3 An example of Guess and Check and Choice rules

Consider as an example that a hydroelectric power plant can produce a speci�c
integer amount of energy, ranging from 0 to 5MWh. We now want to de�ne this
property in a new model, along with the fact that in order to produce energy,
we must have the necessary amount of water in the reservoir.

Let us design this model by following the steps of Guess and Check:

Guessing phase:

productionp0; Tq | productionp1; Tq | ::: | productionp5; Tq : - timepTq:

Which only makes one of the six alternative atoms production true.

As you can see above, we need to list each di�erent atom of production, for each
value of power that can be produced by the plant. This can be avoided by using
the choice rules, which allow us to rewrite the guess phase into:

1 ¤ t productionpQ; Tq: powerpQqu ¤ 1 : - timepTq:

Where the atompowerpQqde�ned for each value from 0 to 5 (e.g.powerp0::5q:)

In this way, for each timeT, we assign a production quantityQ from among the
possible ones.

Checking phase:

: - productionpQ; Tq; waterLevelpL; T q; waterRequiredpWR; Qq; L   WR:

With the atom waterRequiredpWR; Qq de�ning that we need WR water to
produceQ (MW ) of power.

Thus we check that we have the necessary quantity of water in the reservoir to
produce energy.

3.6.4 An example of weak constraints

Consider the model de�ned before in section 3.6.2, in which we have the de�ni-
tion of the expected gain during each hour of the day. Our goal, as usually in
hydroelectric scheduling problems, is to maximize the total gain to increase the
pro�t.
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To maximize the gain, we can use the weak constraint:

:� gainpG; Tq: r� G@1; Ts

In which the maximization weight is the total value ofG for eachT, the minus
sign beforeG indicates that we are doing maximization instead of minimization
(standard). In this case the level is 1 and it is irrelevant because we have an
unique optimization.

23



4 Encoding

This section will present the second step for our problem-solving methodology.

The encoding procedure is based on de�ning the logical rules and constraints of
the problem environment, de�ned in section 2, with the syntax of ASP. In this
way, we can provide the grounder-solver program with a formal de�nition of the
search space of our hydro generation scheduling problem.

4.1 Data Model

We begin our speci�cation of the problem encoding by starting with the data
and parameters we have available.

As mentioned in section 2.5, for the solution of the hydro generation scheduling
problem, we can use some data coming directly from the plant and then pro-
cessed by ETL, estimation and forecasting processes, for instance by EGO data
scientists.
These data must be selected with respect to the target scheduling horizon and
then converted into the syntactic format of ASP, to be readable and compatible
with the rules and constraints we will de�ne.

Time Slot:

Instances of the predicatetimepTq represent each time slot that we consider for
the problem. Due to the required time granularity, in our problem each slot will
be of 1 hour.

E.G. in a scheduling horizon of 5 hours we will have:
timep1q: timep2q: timep3q: timep4q: timep5q:
and in this case we can simplify the syntax astimep1::5q:

Power:

Instances of the predicatepowerpQq represent the powers that can be produced
by the hydropower plant.

E.G. considering a maximum production of 5 MW (granularity of 1 MW):
powerp1q: powerp2q: powerp3q: powerp4q: powerp5q:
and in this case we can simplify the syntax aspowerp1::5q:

Final time slot:

We de�ne as input an instance of the predicatef inalT ime pFTqrepresenting the
�nal time slot for the schedule horizon.

E.G. in a scheduling horizon of 12 hours we will have:
f inalT ime p12q:

Minimum threshold of water:

We de�ne as input an instance of the predicateminWaterLevel pLqrepresenting
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the minimum level of water allowed in the reservoir.

E.G. minWaterLevel p35q:

Maximum threshold of water:

We de�ne as input an instance of the predicatemaxWaterLevelpLqrepresenting
the maximum level of water allowed in the reservoir.

E.G. maxWaterLevelp70q:

Starting water level:

We de�ne as input an instance of the predicatestartingLevel pLq representing
the level of water in the reservoir at the beginning of the schedule.

E.G. startingLevel p44q:

Final water level (minimum):

We de�ne as input an instance of the predicatef inalLevel pLq representing the
desired minimum level of water in the reservoir at the end of the schedule.

E.G. f inalLevel p50q:

Price of energy:

Instances of the predicatepricepPR; Tq represent the value of the estimated
price of energy for the time slotT.

E.G. for the �rst 5 time slots we could have:
pricep95; 1q: pricep87; 2q: pricep82; 3q: pricep51; 4q: pricep58; 5q:

Inlet water 
ow:

Instances of the predicateinWaterF low pIF; T qrepresent the estimated amount
of water entering the reservoir during the time slotT.

E.G. for the �rst 3 time slots we could have:
inWaterF low p8; 1q: inWaterF low p8; 2q: inWaterF low p9; 3q:

Water usage:

To avoid overloading the complexity of the asp program, we have chosen to cal-
culate water usage (the measure of the amount of water required to produce a
certain amount of energy) as part of a preprocessing step before the encoding.
This data can be imported directly using the ASP syntax.

Instances of the predicatewaterUsagepWU; PW1; PW2q: represent water us-
age per hour, in relation to the power variation (PW1 Ñ PW2).

E.G. waterUsagep0; 0; 0q: waterUsagep11; 0; 5q: waterUsagep23; 0; 10q:

Power con�gurations:

Instances of the predicateconf igpC; P1; P2qrepresent the di�erent power con-
�gurations available, whereC is a label andP1, P2 are the minimum and max-
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imum power available for that con�guration.

E.G. conf igp1; 0; 13q: conf igp2; 1; 17q:

Hours of the day:

We need to know, as an aid for the encoding of some rules, how to divide the
time slots according to the day they are part of:
Instances of the predicatedaypD; T q de�nes that the day D includes the time-
slot T.

E.G. dayp1; 1q: dayp1; 2q: dayp1; 24q: dayp2; 25q:

Production stops:

An instance of the predicatemaxStopspSNq represents the maximum number
of stop to the production we can have during the daily schedule.

E.G. maxStopsp3q:

4.2 Problem Encoding

Now we describe the ASP rules used for solving the short-time hydro generation
scheduling problem of the considered power plant. We proceed by following the
Guess&Check&Optimize programming methodology de�ned in section 3.4.

4.2.1 Guess Phase

In the guess phase, we use ASP rules to describe the search space of the problem.

Production:

Power plant turbines can produce a speci�c amount of power each hour.

We can use a choice rule to de�ne the di�erent productions that we can have for
each time slot:

t productionpQ; Tq : powerpQqu � 1 : - timepTq: (1)

that means to set in the predicateproductionpQ; Tq, for each time slot T, a
certain amount of power Q among all the available powers that can be produced.

Expected Gain:

The expected pro�t from the selling of the energy is given by the product between
the MGP price of energy and the quantity of power that we are able to sell.

We can de�ne the following rule to express the expected gain we might have for
each time slot: [see section 3.6.2]

gainpG; Tq : - pricepPR; Tq; productionpQ; Tq; G � PR � Q: (2)

Production & Expected Gain:
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To improve the quality of the ASP de�nition and reduce the time for �nding
the solution, it may sometimes be important to consider merging multiple rules
together.

This change was also made in our case, in which rules (1) and (2) were rewritten
in the form of the following rule:

t productionpQ; Q � PR; Tq : pricepPR; Tq; powerpQqu � 1 : - timepTq: (3)

In this rule, we set within the predicateproductionpQ; G; Tq, both how many
MW of power can be produced and how much is, in that case, the relative
expected gain, for each time slot of the schedule.

Reservoir Water Variation:

The water variation in the reservoir depends on the water in
ow as input and
on the amount of water sent to the turbines.

The following rule de�nes the variation of water in the reservoir:

waterV ariation pD; T q : -

timepTq; productionpQ1; ; T� 1q; productionpQ2; ; Tq; (4)

inWaterF low pIF; T q; waterUsagepWU; Q1; Q2q; D � IF � WU:

The predicate waterUsagepWU; Q1; Q2q contains the amount of water that
needs to be "used" to produceQ2 [MW] of power, however, as described in
section 4.1 it is also necessary to indicate the initial power output of the plant
since the measurement also depends on the variation in power output.

For the above reason we have to add in the "Reservoir Water Variation" rule the
2 predicatesproductionpQ1; G; T�q ( where the gain is not relevant ), which
considers the current time slot (T) and the previous time slot (T-1).

Reservoir Water Level:

The water in the reservoir increases/decreases over time, depending on the water
variation.

We introduce a waterLevelpL; T q predicate to describe the quantity of water
over time in the reservoir:

We de�ne the starting water level for the reservoir by adding a rule with the
predicatestartingLevel :

waterLevelpL; 1q : - startingLevel pLq: (5)

Then, we add a new rule to express the change over time of the water in the
reservoir:

waterLevelpLN; T � 1q : - (6)

waterLevelpL; T q; waterV ariation pD; T q; timepTq; LN � L � D:
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This rule describes the quantity of the water at the beginning of the next time
slot T based on the current level and the change in water that occurs.

Power plant con�gurations - full schedule horizon:

A speci�c power con�guration, which a�ects the production capacity of the plant,
must be selected from those available, at the beginning of the schedule.

We introduce a choice rule to select one among the available con�gurations.

t selConf igpCq : conf igpC; ; qu � 1: (7)

We introduce a rule to de�ne the predicatepowerpQq according to the selected
con�guration. (It is necessary to remove the power predicate from the inputs).

powerpP1::P2q : - selConf igpCq; conf igpC; P1; P2q: (8)

Power plant con�gurations - daily:

A speci�c power con�guration, which a�ects the production capacity of the plant,
must be selected from those available, at the beginning of each day.

This is the same concept as before , but this time we increase the complexity by
allowing a daily selection of the con�gurations.

We need to add to the predicates of the rules "7" and "8" a term referring to
the day and adapt the predicate "1":

t selConf igpC; Dq : conf igpC; ; qu � 1 : - daypD; q: (9)

powerpP1::P2; Dq : - selConf igpC; Dq; conf igpC; P1; P2q: (10)

t productionpQ; Tq : powerpQ; Dqu � 1 : - timepTq; daypD; T q: (11)

4.2.2 Check Phase

In the check phase, we introduce constraints to cut o� the unwanted solutions.

Water Level Constraints:

The reservoir can hold a certain amount of water, the level of which must be
maintained between a minimum and maximum threshold.

We introduce the following 2 constraints to ensure, in valid solutions, that the
minimum and maximum water level thresholds in the basin are respected.

: - waterLevelpL; T q; minWaterLevel pMIN q; L   MIN: (12)

: - waterLevelpL; T q; maxWaterLevelpMAX q; L ¡ MAX: (13)

If we have a predicatewaterLevelpL; T q true, then L cannot be lower/higher
than the minimum/maximum allowed threshold.
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Minimum Final Water Level:

In such short-term optimization, it is important to avoid using all the available
water so as not to be in an unfavorable situation with the next schedule.

We introduce a constraint to prevent the water in the reservoir from falling below
a minimum level at the end of the time horizon.

: - waterLevelpL; FT � 1q; f inalLevel pFLq; f inalT ime pFTq; L   FL: (14)

Maximum number of production stops:

The production should not be stopped for more than N times a day.

We introduce a new rule to de�ne the concept of daily stops in production:

stoppT; Dq : - (15)

productionp0; ; Tq; productionpQ; ; T� 1q; daypD; T q; Q ¡ 0:

Where the predicatestoppT; Dqmeans that we have a stop in the production at
time T of day D.

Finally, we add a new constraint to impose the maximum number of stops:

: - S � # countt T : stoppT; Dqu; daypD; q; maxStopspMSq; S ¡ MS: (16)

4.2.3 Optimize Phase

In this phase, we add weak constraints to de�ne the target of the optimization.

Maximize the pro�t from energy selling:

Optimize the short-term production (scheduling) of the hydropower plant, so as
to produce more energy at times when it is most pro�table; such as when the
prices are high.

The only optimization we need to do in this hydro generation scheduling problem
is to maximize the expected pro�t from the sale of electricity.
We introduce the following weak constraint:

:� productionp ; G; Tq: r� G@1; Ts (17)

We consider for the optimization the predicateproductionp ; TG; Tq, which
includes the value of the expected gainG, and we maximize by using the syntax
of the weak constraint (� G).

The encoding shown successfully enables the hydro generation scheduling prob-
lem under study to be solved. Assuming that all rules and constraints have been
de�ned correctly it is possible to obtain the best possible production scheduling
related to the maximum expected gain achievable from the production.
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4.2.4 Improvements

The problem under analysis is complex, because of the size of the search space
and the presence of physical variables. As is evident from the analysis of related
work, many computer systems may not have the computing power to solve the
optimization in a time compatible with the application.

In our case, for example, the scheduling of hydropower generation has to be
executed every day, and in addition, the time available for execution is short
and limited because we have some deadlines to meet [see section 2.3]. In these
situations, it may be necessary to introduce some additional constraints, that
can simplify the procedure.

Adding these rules means changing the problem environment and there is the
risk of losing some (even optimal) solution from the result, so it is important in
this case to proceed with caution and check that the trade-o� between execution
time and optimization performance is still positive for the purpose of the results.

Additional Constraint for the production:

We can introduce a new constraint to drive the production schedule using a
heuristic approach:

: - productionpQ1; ; T1q; pricepPR1; T1q; pricepPR2; T2q;

productionpQ2; ; T2q; timepT1q; timepT2q; (18)

daypD; T 1q; daypD; T 2q; PR2 ¡ PR1; Q2   Q1:

In other words, considering two time slots on the same day, if one of them (T2)
has an higher energy price than the other (T1), then it is not possible (according
to this constraint) that, between the two, we produce more energy in slot T1.

This comes from real-world experience and observation of data, where the com-
mon and immediate choice is to focus production during periods when energy
prices are highest.

This constraint may cut o� some desired and optimal solutions, especially in
small reservoirs, due to water management or for particular price distributions.

Many times, if there are high price spikes extended over several consecutive times,
the water in the reservoir is not su�cient to cover the entire period, thus there
will be, a forced lowering of production in an instant when the price is neverthe-
less high. The constraint introduced in this section may consequently induce a
limitation in production in the other separate periods.

To tackle this problem, we introduced a predicate day inside the rules so to apply
the heuristic to only a limited horizon of 24 hours, in which the price distribution
should be more regular.

On the next page, we have a full view of the de�ned ASP encoding.
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% ASP = HYDROELECTRIC POWER PLANT = STHS PROBLEM
% Pol i Riccardo = 11/2022
%

% ==================================
% GUESS STEP

product ion (Q, 0 , 0 ) := product ion (Q, , 1 ) .

%f product ion (Q,Q*PR,T) : p r i c e (PR,T) , power (Q) g = 1 : = time (T) .

waterVar ia t ion (D,T) : = time (T) , product ion (Q1, ,T= 1) , product ion (Q2, ,T) ,
inWaterFlow ( IF ,T) , waterUsage (WU,Q1,Q2) , D = IF =WU.

waterLevel (L , 1 ) := s t a r t i n g L e v e l (L ) .

waterLevel (LN,T+1) : = waterLevel (L ,T) , waterVar ia t ion (D,T) , t ime (T) , LN = L+D.

% ==================================
% CHECK STEP

:= waterLevel (L ,T) , minWaterLevel (MIN) , L < MIN.

:= waterLevel (L ,T) , maxWaterLevel (MAX) , L > MAX.

:= waterLevel (L ,FT+1) , f i n a l L e v e l (FL) , f ina lT ime (FT) , L < FL .

% ==================================
% IMPROVEMENTS

:= day (D, T1) , day (D, T2) , product ion (Q1, , T1) , p r i c e (PR1, T1) , p r i c e (PR2, T2) ,
product ion (Q2, , T2) , t ime (T1) , t ime (T2) , PR2>PR1, Q2<Q1.

% ==================================

% MAX DAILY STOPS

stop (T,D) : = product ion (0 , ,T) , product ion (Q, ,T= 1) , day (D,T) , Q> 0.
:= S = #count f T : s top (T,D) g , day (D, ) , maxStops (MS) , S > MS.

% POWER CONFIGURATIONS

f s e l C on f i g (C,D) : c o n f i g (C, , ) g = 1 : = day (D, ) .
power (P1 . . P2 ,D) := se l C on f i g (C,D) , c o n f i g (C, P1 , P2 ) .
f product ion (Q,Q*PR,T) : p r i c e (PR,T) , power (Q,D) g = 1 : = time (T) , day (D,T) .

% ==================================
% OPTIMIZE STEP

:~ product ion ( ,G,T) . [ = G@1,T]

% ==================================

#show p r i c e /2 .
#show product ion /3 .
#show waterLevel /2 .
#show minWaterLevel /1 .
#show maxWaterLevel /1 .
#show minPower /1 .
#show maxPower /1 .
#show star tTime /1 .
#show f ina lT ime /1 .
#show s e lCo n f i g /2 .
#show c o n f i g /3 .
#show stop /2 .

% ==================================

%
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5 Comparative experimental analysis

At the beginning of this chapter, we present the setting in which we performed
the tests and an introduction to the scenarios we considered. Then, we analyze
the results obtained from our solution in terms of the e�ciency of the procedure
and validation of the scheduling data.

5.1 Experimental settings

In our experiments, we leveraged the tools o�ered by Amazon Web Services
(AWS), to align our work with the serverless technologies used by EGO. This
allowed us to test and deploy our code on a production-like environment having
high computing capacity and state-of-the-art backend structure.

We used the following services in particular:

Amazon EC2:

EC2 enables software and application deployment by providing a web service, in
which a user can start an Amazon Machine Image (AMI) to create a distributed
virtual machine, which will contain the desired software.
A user can create, launch and close any instance at any time.
Speci�cally, in our case, we used a "c5.4xlarge" instance that features an Intel
Xeon Platinum 8000 processor with 8 cores, 16 threads, clock speed of 3.5 GHz
and a memory of 32 GiB.

Amazon ECS - Fargate:

AWS Fargate is a technology that you can use together with Amazon ECS to
run containers without having to manage servers or clusters of Amazon EC2
instances.
With this solution, it was possible to deploy a container that can read the neces-
sary data and run a Clingo wrapper at startup to perform the search for schedul-
ing procedure.
It is possible to select a speci�c amount of vCPUs and ram to be allocated to
the Fargate task; moreover, each task is isolated and does not share resources
with the others. In our case, we have an Intel Xeon Platinum 8375C processor
with 8 cores, 16 threads and a clock speed of 2.90 GHz; the memory allocated is
32 GiB.

We can choose some additional parameters for Clingo, the e�ectiveness of these
parameters depends on the type of problem and so we had to make a selection
and choose the following ones that are most suitable for our instance:

ˆ maximum timeout: 3600 seconds

Allows us to set a maximum execution time for the solver.

ˆ parallel mode: 16, split
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Allows us to take advantage of multiple parallel threads in a "splitting-
based" search, during the search for the optimum.

5.2 Experiments and Results

In this section, we will describe di�erent types of experiments that we performed
with the real-world data of the hydroelectric power plant provided by EGO.

Each attempt is related to a speci�c scenario of a typical hydro generation
scheduling problem and which follows the de�nition of chapter 3. Scenarios
are designed in a way that makes it possible to evaluate di�erent features of the
solution, such as the validation of the model and the e�ciency of the methodol-
ogy and results.
Since the problem is related to time series and time-dependent data, for reasons of
data availability each experiment will be conducted considering past situations.

ˆ In the �rst scenario , we will start by evaluating the assigned schedule
for the hydropower production of a single day of the year and an horizon
size of 24 hours; then, we will try to improve the quality of the results by
adding an heuristic rule (de�ned in chapter 4.2.4) and a procedure based
on the "divide-and-conquer" paradigm; at the end we will try to increase
the horizon size, to see if there are changes on the performances.

ˆ In the second scenario , we will try to �nd the solutions for many di�erent
instances, to see if the execution time and/or the quality of the assigned
schedule for the production are di�erent, while having di�erent instances
of the problem.

ˆ In the third scenario , we will test a real world based application of the
problem, to replicate a situation of execution of the optimizer in the pro-
duction environment; moreover, we will try to focus on the actual result,
making a comparison with the schedule obtained by the program used by
EGO.

In each experiment, we will solve the problem encoding using Clingo with the
technical settings given in section 5.1. For each attempt, we will use the encoding
of the problem de�ned in chapter 4.
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5.2.1 Scenario 1

In the �rst experiments, we will test the solution developed in this thesis by
introducing simple instances of an hydro generation scheduling problem.
The optimization will be set up so that we can validate the model of the solution
and make an evaluation on the performance of the optimizer.

Scenario Description

Let us consider as an example, that we are on the date "27/01/2022", and we
want to optimize the power production of the next hours by following the rules
and insights de�ned in 3.

In the next attempts, we want to obtain, as a result, the schedule that our
optimizer has found to be optimal for the hydropower production in a speci�ed
amount of time and by considering an horizon of interest.

For this scenario, we will consider real data and parameters provided by EGO,
in our case we took all the necessary data for the schedule of the 27/01/2022:

ˆ Prices of Energy

The price of the energy for each hour of the horizon (see �gure 5).

ˆ Inlet Water Flow

The 
ow of water in input to the reservoir for each hour of the horizon.

ˆ Water usage

The water usage for each variation of the power produced, that is a matrix
of length 24x24, representing the quantity of water required to the turbines
for producing at a certain power. (Read section 4.1 for more insights.)

ˆ Starting Water Level

Initial level of water in the reservoir (level on "27/01/2022" at 00:00, when
the schedule horizon start).

As for other parameters, we used the values inserted in the table 1:

Parameter Value

Time Slots
beginning from: 27/01/2022

(horizon size: 24h - 48h - 72h - 96h)
Power Levels 0 to 23 MW

Water Level Thresholds 3.5 to 7 m

Final Water Level 5 m (at the end of the schedule)

Table 1: Parameters for the scenario of the �rst experiment.
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Figure 5: Expected prices of energy for the day of 27/01/22.

Experiment 1 - basic 24h schedule

As a �rst attempt, we ran the optimization for a schedule of 24h, this way we
can see a �rst example of the results provided by the procedure:

In the following table, we can see the di�erent types of parameters of the result
considered during this analysis: the execution time spent for the solving phase
and 3 rows with data regarding the schedule obtained (Pro�t, Total production
and Schedule Horizon).
In this case, we can see that we found a schedule of 24 hours, with an expected
pro�t of 17817 e and a total production of 58 MWh of energy. However, in
this case, the solver did not manage to �nd the optimum and the execution was
interrupted with the time limit of 3600 seconds, referred to as "TIME" in the
table, that we imposed in section 5.1.

Schedule for the 27/01/22

Execution Time TIME

Pro�t 17817e

Total Production 58 MWh

Schedule Horizon 24 h
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Figure 6: Water level and Production schedule (27/01/22).

The charts in �gure 6 can show to us two pieces of relevant information about
the schedule: on the left, we have a line chart representing the variation of water
in the reservoir during the time horizon, with the hours (0-24) that we are con-
sidering in the x-axis and the values of water level in meters in the y axis. The
second chart, on the right, represents the e�ective production of the power plant
according to the schedule obtained, we have in this one the 24 hours (1-24) in
which to produce and the amount of power in MW in the y-axis.

Let us look, �rst, at the line chart of the reservoir water level; as can be seen, the
optimizer found a production schedule that, in the 24h horizon of the schedule,
never exceeded the two minimum and maximum threshold limits (3.5 and 5 m,
respectively).

Another validation of the model is given to us by the fact that the reservoir,
at the end of the day, has a water level of 5 m; recall in this sense that, in the
encoding, we imposed to have at least this amount of water at the end of the
schedule.

To better analyze the allocated production, let us look instead at the following
graph in �gure 7 which has the two slopes of power produced and the expected
price of energy for each hour of the schedule, showing us what is the relationship
between these two fundamental data.
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Figure 7: Power production and Expected prices for the schedule (27/01/22).

In this schedule, energy production has been allocated to the hydropower pro-
gram in quantities between 0 and 14 MW, certainly far below the maximum
amount that can be produced by the plant (23 MW). However, this fact does
not worry us because, as we will see in the next scenario, this can happen in
some instances, based on the quantity of water available

The result itself is consistent with the suggestion of encouraging production when
prices are the highest; in fact, in this case, the maximum production (14 MW)
is reached at the peak price of 370e /MWh in the 19 th hour.

We can see that the �rst two peaks of prices in hours 9 and 10 are not well
managed by this schedule, probably it needs more time to �nd a better solution.

Experiment 2 - Heuristic Encoding

In the section 4.2.4, we de�ned an additional constraint for the problem under
study, to try to improve our solution. Let us try now to understand what pros
we have in using that heuristic encoding, rather than the standard encoding used
in the �rst experiment.

For this attempt, we took the situation in scenario 1 and tried to solve it, using
2 di�erent ASP encodings: the standard one and the one based on heuristics,
introduced in section 4.2.4.

Execution Time
Horizon Size Standard Encoding Heuristic Encoding

24h TIME 2 s

48h TIME TIME

72h TIME TIME

96h TIME TIME
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